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CHAPTER 1

Motivating Problems of Measure Theory

1. The Problem of Measurement

A basic (and very old) problem in mathematics is to compute the size (length, area, volume) of
geometric objects. Areas of polygons and circles can be computed by elementary methods. More
complicated regions bounded by continuous curves can be attacked with methods from calculus.
But what about more general subsets of Euclidean space? Does it always make sense to talk about
the (hyper-)volume of a subset of R?? What properties does volume have, and how do we compute
it?

We will consider these general questions as the “problem of measuremen
and discuss some approaches to a solution.
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in Euclidean space

2. Riemann Integration and Jordan Content

A good first attempt at solving the problem of measurement comes from the Riemann theory of
integration. The basic strategy is to approximate general regions by finite collections of boxes (sets
of the form B = Hglzl [a;, b]). For such a box B, we declare the volume to be Vol(B) = H?:l(bi —a;)
and use this to define the volume of more general regions. We will now make this idea rigorous.

DEFINITION 1.1: DARBOUX INTEGRATION

Let B = H?Zl[ai, b;] be a box in R?, and let f : B — R be a bounded function.
o A Darboux partition of B is a family of finite sequences (z; ;)1<i<d,0<j<n; Such that
a; =xip < Ty <--- < Tip, =0b; foreachi e {1,...,d}.

FicUure 1.1. A Darboux partition in dimension d = 2 with
n1 = 4 and ny = 6.

e Given a Darboux partition P = (z; ;)1<i<d,0<j<n; of B, the upper and lower Darboux
sums of f over B are given by
Us(f,P) = > sup f(x) - Vol(B;)

. xEDB;
JEszzl{l::nZ} !




and
Lp(f,P)= >, inf f(z) Vol(By),
JEMe (L}

where B; is the box Hf-l:l[xi,ji_l,xmi], and Vol(Bj) = H?:1(xi,ji — i j,—1) is the
volume of B;.
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FIGURE 1.2. Upper (red) and lower (blue) Darboux sums of
a function f over an interval (d = 1).

e The upper and lower Darboux integral of f over B are

Up(f) = inf{Up(f, P) : P is a Darboux partition of B}
and

Lp(f) =sup{Lp(f,P): P is a Darboux partition of B}.

e The function f is Darboux integrable over B if Ug(f) = Lp(f), and their common
value is called the Darbouz integral of f over B and is denoted by [ f(x) de.

PROPOSITION 1.2

A function f is Darboux integrable if and only if it is Riemann integrable. Moreover, the
value of the Darboux integral and the Riemann integral (for a Riemann—Darboux integrable
function) are the same.

A bounded set E C R% is a Jordan measurable set if 1g is Riemann-Darboux integrable
over a box containing E. The Jordan content of a Jordan measurable set E is the value
J(E) = [31g(x) de, where B is any box containing E.

J

Jordan measurable sets include basic geometric objects such as polyhedra, conic sections, regions
bounded by finitely many smooth curves/surfaces, etc.

A set S C R? is a simple set if it is a finite union of boxes S = U?:1 B;.




If the boxes By, ..., B}, are disjoint, then the volume of the simple set S = U§:1 Bj is Vol(S) =

Z§:1 Vol(B;). If some of the boxes intersect, then the volume of S = U§:1 Bj can be computed
using inclusion-exclusion:

k
Vol(§) =Y Vol(Bj)— Y Vol(B;,NBj,)+ Y Vol(B;NB;,NBj,)—
Jj=1 1<j1<j2<k 1<51<42<43<k
This expression is well-defined, since the intersection of two boxes is again a box. A Jordan
measurable set is a set that is “well-approximated” by simple sets, as we will make precise now.

DEFINITION 1.5

For a bounded set E C RY, define the inner and outer Jordan content by
J(E) =sup{Vol(S) : S C E is a simple set} .
and

J*(E) =inf {Vol(S) : S D E is a simple set} .
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FIGURE 1.3. Simple sets approximating the inner (red) and outer Jordan
content (blue) of a region in dimension d = 2. With the red boxes removed
from the blue, we get a simple set covering the boundary (in green).

Let E C R be a bounded set. The following are equivalent:

(i) E is Jordan measurable;
(ii) J«(F) = J*(E) (in which case J(FE) is equal to this same value);
(iii) J*(AE) = 0.

Proor. We will prove the d = 1 case. The multidimensional case is similar but more no-
tationally cumbersome, so we omit it to avoid additional technical details that would largely
obscure the main ideas.

(i) < (ii). To establish this equivalence, it suffices to show
Up(lg) = J"(E) and Lp(1g) = J.(E)
for any box (interval) B O E. Let us prove Ug(1lg) = J*(E).




Cramv 1. Ug(lg) < J*(E).

Let ¢ > 0. Then from the definition of the outer Jordan content, there exists a simple
set S C R such that £ C S and Vol(S) < J*(E) + €. By assumption, B is an interval
containing E, so S N B is also a simple set containing E, and Vol(S N B) < Vol(S) <
J*(E)+¢e. We may therefore assume without loss of generality that S C B. Write B = [a, b]
and S = [a1,b1] U Jag,bo] U+ Ulan, by with a < a3 <bj <ag <by <---<a,<b, <b.
We define a Darboux partition® P of [a,b] by P = (x,)fggl with zg = a, v1 = a1, 2 = by,
ceey Top—1 = Qp, Top = bn, Topr1 = b. Then since £ C S, we have
2n+1
Ug(lg,P) = Z sup  1g(x) - (x; —xi-1)
i—1 Ti—1ST<wg
§0-(a1—a)+1-(b1—a1)+0-(a2—b1)+---+1-(bn—an)JrO-(b—bn)
= Vol(S).

Hence, Ug(1g) < Up(1g, P) < Vol(S) < J*(E) + . This proves the claim.

AStrictly speaking, this may fail to be a Darboux partition, since some of the points are allowed to coincide.
However, the value we compute for Ug(lg, P) will be the correct value for the partition where we remove
repetitions of the same point.

Cram 2. J*(E) < Ug(1Eg).

Let € > 0. Write B = [a,b]. Then there exists a Darboux partition a = zg < 21 < --- <
r, = b such that Ug(1g, P) < Up(lg) +¢. Let M; = sup,, | <,<,, 1e(x) € {0,1}, and
note that, by definition, Ug(1g, P) = > ;- Mi(x; — zi—1). Let I C {1,...,n} be the set
I={1<i<n:M;=1}, and let S = J;c;[xi—1,2;]. Then S is a simple set with length
Vol(S) = > ,ci(xi — xi—1) = Up(1lg, P). Moreover, E C S, since S is the union of all
intervals that have nonempty intersection with E. Thus, J*(E) < Vol(S) = Up(1g, P) <
UB(]lE) +e.

The identity Lp(1g) = J.(F) is proved similarly.

(ii) < (iii). It suffices to prove J*(OF) = J*(E) — J.(E). (See Figure 1.3.)

CLAM 3. J*(OF) < J*(E) — J.(E). ]

Let € > 0. Let S1 be a simple set such that £ C 51 and Vol(S1) < J*(E) + §. Since
S is closed, we have E C S;. Let Sy be a simple set with Sy C E such that Vol(S3) >
J«(E) — §. Note that int(S2) C int(E). Therefore, S = 51 \ int(S2) is a simple set and
OF = E\int(E) C S, so J*(OF) < Vol(S) = Vol(S2) — Vol(S1) < J*(E) — J«(E) +¢. But
e was arbitrary, so we conclude J*(OF) < J*(E) — J.(E).



Cramm 4. J*(E) — J.(E) < J*(OF).

Let e > 0, and let S D OF be a simple set with Vol(S) < J*(0E)+5. Write S = | |I, [as, bi]
with a1 < b <ag <by <--- <ay < by, Let [a,b] C R such that F C [a,b] and a < a;
and b < b,. For notational convenience, let by = a and a,+; = b. Let I C {0,...,n}
be the collection of indices 4 such that (b;,a;+1) N E # 0. For each i € I, we claim that
(bi,a;+1) € E. If not, then (b;, a;+1) contains a boundary point of E, but 0F C S, so this
is a contradiction. Thus, S’ = (J;c;[bi, ait1] is a simple set with int(S") € E. Shrinking
slightly each interval in S’, we obtain a simple set

3
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such that S” C E. Moreover, Vol(S”) > Vol(S') — mm > Vol(S') — §. Noting that
S U S’ is a simple set containing E, we arrive at the inequality

J*(E) — J.(E) < Vol(S U S") — Vol(5") = Vol(S) + Vol(S") — Vol(§") < J*(OF) + .

This completes the proof of Theorem 1.6. U

The sets QN [0,1] and [0,1] \ Q are not Jordan measurable (see Exercise 1.1).

In addition to the above example, there are many other “nice” sets that are not Jordan mea-
surable. There are, for instance, bounded open sets in R that are not Jordan measurable. We will
work out one such example in detail.

The complement U of the fat Cantor set (also known as the Smith—Volterra—Cantor set)
K C [0,1] is Jordan non-measurable. We construct K iteratively, starting from [0, 1], by
removing intervals of length 4™ at step n. In other words, at step n, we remove an interval
of length 4™ around each rational point with denominator 2™.

FIGURE 1.4. Iterative construction of the fat Cantor set.
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However, U = [0, 1] (since U contains every rational number whose denominator is a power
of 2), so the outer Jordan content of U is J*(U) = J*([0, 1]) = 1.

3. Limits of Integrable Functions

You may recall from the theory of Riemann integration that uniform limits of Riemann inte-
grable functions are Riemann integrable, and one may in this case interchange the order of taking
limits and computing the integral. More precisely:

Let B be a box in R%. Let (f,)nen be a sequence of Riemann integrable functions on B, and
suppose f, converges uniformly to a function f : B — R. Then f is Riemann integrable,
and

/ f(x) de = lim [ f,(x) dx.
B

n—0o0 B

One of the deficiencies of the Riemann—Darboux—Jordan approach to integration and measure-
ment is that pointwise (non-uniform) limits do not share this property.

Enumerate the set QN [0,1] = {q1,q2,...}. Let f, : [0,1] — [0,1] be the function

)1, ifre{q,...,qn}
fulz) = {0, otherwise.

Then f, is Riemann integrable and f, — Lgnpp,1) pointwise, but Lgng,1) is not Riemann
integrable.

Since analysis so often deals with limits, it is desirable to develop a theory of integration
that accommodates pointwise limits. The Lebesgue measure and Lebesgue integral resolve this
shortcoming.

4. The Solution of Lebesgue

The Jordan non-measurable set in Example 1.8 appears to have a sensible notion of “length.”
Indeed, the complement U, being a disjoint union of intervals, could be reasonably assigned as
a “length” the sum of the lengths of the (countably many) intervals of which it is made. This
produces a value of % for the length of U, and so we should take K to also have length %, since
K UU = [0,1] is an interval of length 1. The feature that U is a disjoint union of intervals turns
out to not be any special feature of U at all but instead a general feature of open sets in R.

ProrosiTION 1.11

Let U C R be an open set. Then U can be expressed as a countable disjoint union of open
intervals.

Proor. Exercise 1.2. O

By Proposition 1.11, it seems reasonable to define the length of an open set U C R as follows.
Write U = (a1,b1) U (ag,b3) U ... as a disjoint union of open intervals, and define its length as
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(b1 —a1)+ (ba—ag)+.... Then open sets may play the role that simple sets played in the definition
of the Jordan content, and this leads to the Lebesgue measure.

REMARK. In higher dimensions, Proposition 1.11 needs to be modified, but one can still
reasonably talk about the d-dimensional volume of open sets in R%. See Exercises 1.3 and 1.6.

DEFINITION 1.12

Let E C RY.
e The outer Lebesgue measure of E is the quantity
A (E) =inf {Vol(U) : U D F is open}

oo o
= inf ZVOI(Bj) : By, Bg, ... are boxes, and E C U B;
j=1 j=1
e The set E is Lebesque measurable (with Lebesque measure A(E) = M*(E)) if for
every € > 0, there exists an open set U C RY such that £ C U and \*(U \ E) < ¢.

ProroOSITION 1.13

If £ C R?is Jordan measurable, then E is Lebesgue measurable and J(E) = \(E).

The family of Lebesgue measurable sets is much larger than the family of Jordan measurable
sets. Among the several nice properties of the Lebesgue measure (and abstract measures) that we
will see later in the course are:

ProrosiTIiON 1.14

(1) If (Ep)nen are Lebesgue measurable sets, then Jo-, E, and (-, E, are Lebesgue
measurable.

(2) If (E,)nen are pairwise disjoint and Lebesgue measurable, then \(| |22, E,) =
> A(En).

(3) If By C B3 C -+ C R? are Lebesgue measurable sets, then A (J7 | E,,) = limy, 00 A(Ey,).

(4) If By D Ey D ... are Lebesgue measurable subsets of R? and A(E;) < oo, then
Aol Bn) = limpy00 A(Ey).

5. Applications of Abstract Measure Theory

The mathematical language and tools encompassed in measure theory play a foundational role
in many other areas of mathematics. A highly abbreviated sampling follows.

PROBABILITY THEORY. Measure theory provides the axiomatic foundations of probability theory,
providing rigorous notions of random wvariables and probabilities of events. Important limit laws
(the law of large numbers and central limit theorem, for example) are phrased mathematically using
measure-theoretic notions of convergence.

FOURIER ANALYSIS. Periodic (say, continuous or Riemann-integrable) functions on the real line

have corresponding Fourier series representations f(z) ~ >, o f (1n)627”"$. The functions e*™n®
. . . r 2 2 .

are orthonormal, and Parseval’s identity gives Yonez lf()? = [y |f(@)]* dz. Given a sequence

(@n)nen, one may ask whether > a,e>™"% ig the Fourier expansion of some function f, and if
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so, what properties does f have? Another natural question is whether the series ) ., f (n)e2mine

actually converges to the function f, and if so, in which sense? Both of these questions are properly
answered in a measure-theoretic framework. If one is interested in decomposing functions defined
on other groups (for instance, on compact abelian groups) into their Fourier series, then one also
needs to develop a method of integrating functions on groups in order to compute Fourier coeffi-
cients and make sense of Parseval’s identity.

FUNCTIONAL ANALYSIS AND OPERATOR THEORY. When one studies familiar concepts from linear
algebra in infinite-dimensional spaces, measures become unavoidable for many tasks. For example,
versions of the spectral theorem (generalizing the representation of suitable matrices in terms of
their eigenvalues and eigenvectors) for operators on infinite-dimensional spaces require the abstract
notion of a measure.

Ercobic THEORY. Ergodic theory was developed to study the long-term statistical behavior of dy-
namical (time-dependent) systems, providing a framework to resolve important problems in physics
related to the “ergodic hypothesis” in thermodynamics and the “stability” of the solar system. It
turns out that the appropriate mathematical formalism for understanding these problems comes
from abstract measure theory.

FrRACTAL GEOMETRY. Self-similar geometric objects such as the Koch snowflake, Sierpinski carpet,
and the middle-thirds Cantor set (see Figure 1.5) can be meaningfully assigned a notion of “dimen-
sion” that can take a non-integer value. How does one determine the dimension of a fractal object?
There are several different approaches to dimension, but one of the most popular is the Hausdorff
dimension, which relies on a family of measures that interpolate between the integer-dimensional
Lebesgue measures.

FIGURE 1.5. Fractal shapes: the Koch snowflake (left) of Hausdorff dimen-

sion iggg ~ 1.26, Sierpinski carpet (middle) of dimension {ggg ~ 1.89, and
middle-thirds Cantor set (right) of dimension }ggg ~ 0.63.

Additional Reading

This introductory chapter is heavily influenced by the book of Tao [6] on measure theory. Many
of the results in this chapter are discussed in greater detail in [6, Section 1.1].

Exercises
1.1 Show that J*(QnN[0,1]) = J*([0,1] \ Q) = 1, and J.(Q N [0,1]) = J.([0,1] \ Q) = 0.
8



1.2 Let U C R be an open set. Show that U can be written as a disjoint union of countably many
open intervals.

1.3 Let U = {(z,9) : 2% + y*> < 1} C R? be the open unit disk. Show that U cannot be expressed
as a disjoint union of countably many open boxes.

1.4 Give an example to show that the statement

N(E)= sup A (U).
UCE,U open

is false.

1.5 (Area Interpretation of the Riemann Integral) Let [a,b] be an interval and f : [a,b] — [0, 00)
a bounded function. Show that f is Riemann integrable if and only if the set

Ey={(x,t):a<x<b0<t< f(x)}

is a Jordan measurable set in R?, in which case

b
[ #@) do=a(E2),

1.6 Let U C R? be an open set. Show that U can be written as a disjoint union of countably many
half-open boxes (i.e., sets of the form B = Hle[ai, bi)).






CHAPTER 2

Measure Spaces

1. o-Algebras

Before defining measures, we must determine which subsets of a given set X we would like to
be able to measure. The full set X should be measurable, and we should allow ourselves to perform
the basic set-theoretic operations (complements, unions, and intersections). Allowing finite unions
and intersections produces an algebra of sets. Algebras are a very useful notion, but (as with the
Jordan content discussed in the previous chapter) they are insufficient for appropriately handling
limits. We will therefore upgrade from algebras to o-algebras:

DEFINITION 2.1

Let X be a set. A o-algebra on X is a family B C &?(X) of subsets of X with the following
properties:

e X €I

o If B € B, then X \ B € B;

e If (By)nen is a countable family of elements of B, then |J,,cn Bn € B.

REMARK. In the definition of a o-algebra, we have made no explicit mention of intersec-
tions. However, by De Morgan’s laws, we can also generate the countable intersection of sets:

mnEN By =X\ (UneN(X \ Bn))

Some examples of o-algebras include the following:
e For any set X, the power set &(X) is a o-algebra, as is the pair {0, X}.
e The family B = {B C R : either B or R\ B is countable} of countable and co-
countable subsets of R is a g-algebra.
e Unions of unit-length intervals in R form a o-algebra B = {{J,cg[n,n+1) : S C Z}.

ProroOSITION 2.3

Suppose (B;)icr is a family of o-algebras on X. Then (;c; B; is a o-algebra.

PrOOF. Let B =(;c; Bi.

For every i € I, we have X € B;, so X € B.

Suppose B € B. Then B € B; for every i € I, so X \ B € B; for every i € I. Hence,
X\ BeB.

Let (By)nen be a countable family of sets in B. For each i € I, the sets (B, ),en belong to
Bi, 50 U,eny B € B;. Therefore, | J,,cy Bn € B. O
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The o-algebra generated by a family S C P(X) is the smallest o-algebra containing S,
denoted by o(S).

REMARK. Note that o(S) is well-defined by Proposition 2.3:
o(S) = ﬂ{B : B is a o-algebra on X,S C B}.

In topological spaces (such as the real line), we will often consider the o-algebra generated by
the topology.

Let (X, 7) be a topological space. The Borel o-algebra is the o-algebra generated by the
open subsets of X, i.e. Borel(X) = o(7).

Borel sets can be placed in a hierarchy in terms of their level of complexity. At the simplest
level are the open (G) and closed (F') sets. Next come countable intersections of open sets (Gs
sets) and countable unions of closed sets (F, sets) and so on.

E?:GLH(%:G(;&Eg:G&,LHO:G&,g v, . U>zg n,
Ic Ic Ic Ic Ic
mw=r-Y.59-r . m-p, Y.s0-p, O, O, Y,

FI1GURE 2.1. The Borel hierarchy for subsets of a topological space.

The placement of a (Borel) set within the Borel hierarchy is a useful notion of “complexity”
for sets. Intuitively speaking, if a set is lower down in the Borel hierarchy, then it is in some sense
easier to define than a set higher up the hierarchy. Determining where sets occur in the Borel
hierarchy (or if they are Borel at all) is a common theme in an area of mathematical logic known as
descriptive set theory. We will largely not concern ourselves with such problems in this course, but
some suggested additional reading appears at the end of this chapter for those who are interested.

In our development of the abstract theory of measures (where we may not even have a topology
to work with), our object of study will be arbitrary sets X equipped with a o-algebra.

A measurable space is a pair (X, B), where X is a set and B is a o-algebra on X. Elements
of the g-algebra B are called measurable sets.

2. Measurable Functions

Recall that a function f : X — Y from one topological space to another is continuous if the
preimage of every open set in Y is open in X. Measurable functions are defined analogously, but
with “open” replaced by “measurable.”

12



Let (X, B) and (Y,C) be measurable spaces. A function f : X — Y is measurable if for every
C € C, one has f~1(C) € B.

Some basic properties of measurable functions that will be used frequently are as follows:

PROPOSITION 2.8

(1) Let (X, B), (Y,C), and (Z,D) be measurable spaces. Let f: X - Y and g:Y — Z be
measurable functions. Then go f: X — Z is measurable.

(2) Let (X, B) and (Y,C) be measurable spaces, and let f : X — Y. Suppose S C Z(Y) is a
family of sets such that o(S) = C. If f71(S) € B for every S € S, then f is a measurable
function.

(3) Suppose X and Y are topological spaces and B = Borel(X) and C = Borel(Y') are the
Borel o-algebras on X and Y respectively. Then every continuous function f: X — Y
is measurable.

PrOOF. (1) Let D € D. Since g is measurable, we have C = g~!'(D) € C. Then since f is
measurable, B = f~1(C) € B. But B = f~}(¢g7Y(D)) = (9o f)"(D), so g o f is measurable.

(2) Let F ={E CY : f~1(F) € B}. We claim that F is a o-algebra. Then since S C F,
we conclude that C = o(S) C F, so f is measurable. Let us now prove the claim:
e YY) =X€B,soY eF.
e Suppose E € F. Then f ' (Y\E)=X\f Y E)eB,soY \E € F.
—

eB
e Suppose Ey, Ey,--- € F, and let £ = (J,,cy En- Then

-1 _ -1
FiE) = (B €8,

neN B
so B e F.
This proves that F is a o-algebra on Y.
(3) follows from (1) by taking S to be the collection of open sets in Y. O

3. The Extended Real Numbers and Extended Real-Valued Functions

One obtains an important class of measurable functions when one considers functions defined
on a measurable space taking real values. For many applications and in order to account more
fully for limits of functions, it is often convenient to work with the slightly more general concept
of extended real-valued functions.

The extended real numbers are the set [—o00, 0o] = RU{o0, —oo} with the following topological
and algebraic properties:

e The topology on [—o0, 0] is generated by open intervals (a,b) with a,b € R and

sets of the form (a, o0] = (a,00) U{oo} and [—00,b) = (—o00,b) U{—00} for a,b € R.

13



e Addition is extended as a commutative operation with co +x = co and —oo + & =
—oo for real numbers x € R. For addition of two infinite quantities, we define
00 4+ 00 = 00 and —o0 + (—00) = —oo. However, —oco + oo is undefined.

e Multiplication is also extended as a commutative operation with the properties

€(0,0) = co-xz=00 and —00 T = —00;
z € (—00,0) = oc0-z=-00 and —o00-T=00.
By convention, we define oo - 0 = —o0 - 0 = 0. Multiplication of infinities is defined
by 0000 = (—00) - (—00) = 00, and —00 - 00 = —00.

The topology we have defined on [—o00, 00] is the two-point compactification of R. You will check
in the exercises (Exercise 2.1) that [—oo, 0] is indeed a compact space (that is homeomorphic to a
closed interval, say [0,1]). The algebraic operations on [—o0, oc| are all as one would expect, with
one exception: oo -0 is often considered as an “indeterminate form”, but here we have given it a
definite value of 0. The reason for this convention is the following proposition, which you will also
prove in the exercises:

ProroOSITION 2.10

Let (zy)nen be a sequence in [—o0o, 00|, and let ¢ € R. If (z,,)nen converges to an extended
real number, then the sequence (czy)nen also converges, and

nlggo(cmn) =c- nh_)r{)lo G0 (2.1)

PRroOF. Exercise 2.2. O

In order to have the desirable property (2.1), one has no choice but to define oo -0 = 0: by
taking the sequence x,, = n, we have

0-0c0=0-lim n= lim (0-n)=0.

n—o0 n—oo

WARNING: Property (2.1) does not hold for ¢ € {c0, —o0}, as can be seen by taking a sequence
(zn)nen that converges to 0.

We say that an extended real-valued function f : X — [—00,00] defined on a measurable
space (X, B) is B-measurable (or simply measurable) if it is measurable as a function between the
measurable spaces (X, B) and ([—o0, 00], Borel([—o0, c0])). Since we will always take the same o-
algebra on [—o00, 00|, we omit explicit reference to the Borel o-algebra when discussing measurable
extended real-valued functions.

ProrosiTION 2.11

Let (X, B) be a measurable space.
(1) Let f X — [—00,00]. The following are equivalent:

(a) f is measurable;

(b) for every c € R, f~1((c,00]) €

(c) for every ¢ € R, f~1([e, xd]) € B;
(d) for every ¢ € R, f~1([~00,¢)) € B;
(e) for every c € R, f~1([~o0,(]) € B.
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(2) Suppose (fn)nen is a sequence of measurable functions from X to [—o0o, cc]. The following
functions are also measurable:
(8) SUppexs fo
(b) inanN f’n;
(c) limsup,,_, fn;
(d) liminf, oo fr.
(3) Suppose f,g: X — R are measurable functions. Then f + g and f - g are measurable.

NOTATION. For convenience, we will often write sets of the form f~!((c,oc]) as {f > ¢} and
similarly for {f > ¢}, {f < ¢}, and {f < ¢}.

PROOF OF PROPOSITION 2.11. (1) By Proposition 2.8(2), it suffices to check that each of the
relevant collections of intervals generates the Borel o-algebra on [—00,00]. Let us show that
the collection of intervals (¢, oo] for ¢ € R generates the Borel o-algebra. All of the other proofs
are similar, so we omit them.

Let S = {(¢,00] : ¢ € R}. Note that every element of S is open in [—o00, 0], so o(S) C
Borel([—o0, o0]). On the other hand, we can write (a,b] = (a, 0] \ (b, 00| for a,b € R,a < b.
Every open set in R is a countable (disjoint) union of such intervals, so every open subset of R
is contained in o(S). We obtain the additional open sets in [—o0, o] from the rays (¢, 00] € S

" [~o00,0) = () [oo,ch?ﬂ -N ([oo,oo]\ (wi,ooD € o (S).

neN neN
Thus, Borel([—o0, o0]) C o(S).

(2) We will use (1).

(a) Let f = sup,en fn- Note that {f > ¢} = U,en{fn > c}. Each of the sets {f, > c}
belongs to B, so {f > ¢} € B.

(b) Similarly to (a), letting f = inf,cn fn, we may express {f < c} = U, ey {fn < c} € B.

B
€

(c) Recall that limsup,, ., fn = infrensup, > fn, so measurability of limsup,,_,., fn fol-
lows from (a) and (b).

(d) Similar to (c): liminf,, s fr, = supgen infp>g fo-

(3) Let A:R? — R and M : R?> — R be the maps A(x,y) = = +y and M(x,y) = xy.
Both of the maps A and M are continuous and therefore (Borel) measurable. Moreover,
(f+9)(x)=A(f(z),g9(x)) and (f-g)(z) = M(f(z),g(x)). Since the composition of measurable
maps is measurable (see Proposition 2.8(1)), it suffices to prove h : = — (f(z),g9(z)) is a
measurable function from X to R2. By Proposition 2.8(2), we only need to check preimages of
sets generating the Borel o-algebra on R2. For convenience, we will take the boxes [a, b) X [c, d)
(the first homework problem was to show that every open set in R? is a countable (disjoint)
union of such boxes, so they generate the Borel o-algebra). Observe that

W (la,b) x [e,d)) = 7 ([a,b)) N g™ (e, d)) € B,

since f and g are measurable, so h is indeed a measurable function. O
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Let (X, B) be a measurable space and E C X. The function 1 is measurable if and only if
E e B.

4. Measures

We are now prepared to define measures on abstract measurable spaces.

DEFINITION 2.13

Let (X, B) be a measurable space. A measure on (X, B) is a function p : B — [0, 00] such
that

o 1(0) =0
e COUNTABLE ADDITIVITY: for any sequence (FE,),ecn of pairwise disjoint elements of

B, one has p (| ,en En) = D nen 4(En).
The triple (X, B, ) is called a measure space.

Nontrivial examples of measures take some effort to construct, and we will spend significant
portions of the course discussing different methods for constructing interesting measures. However,
there are a few immediate examples that do not require complicated constructions.

Examples of measures include:
e For any set X, the counting measure is a measure defined on the o-algebra Z(X)

by pu(FE) = |E| if E is a finite set and p(F) = oo if F is an infinite set.
e Given a point = € X, the Dirac measure defined on &(X) is the measure 0, (E) = 1

ifre Fand 6,(F)=0ifz ¢ E.
We will use the following basic properties of measures frequently throughout this course:

PROPOSITION 2.15

Let (X, B, ;) be a measure space.
(1) MoNOTONICITY: For any A, B € B, if A C B, then u(A) < u(B).
(2) COUNTABLE SUB-ADDITIVITY: For any sequence (E,)nen in B,

" (U En) <D ulEn).

neN neN

(3) CONTINUITY FROM BELOW: If Fy C Fy C --- € B, then

o (U En> = lim u(E,).

neN
(4) CONTINUITY FROM ABOVE: If E1 D Fy O --- € B and u(E;) < oo, then

o <ﬂ En> = lim_u(Ey).

neN
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Proor. (1) Write B = AU (B \ A). Then u(B) = pu(A) + u(B\ A) > u(A), since p takes

nonnegative values.

(2) Define a new sequence of sets Ej, by Ef = Ey and B}, = E, \ U} ' Ej for n > 2.
Then the sets (E!)nen are pairwise disjoint and satisfy E/ C F, and I—lneN E,’1 Unen En-

Therefore,
I <U En) =p <|_| E;) = ulB) <> u(Ey)

neN neN neN neN
where in the last step we have applied monotonicity of p (property (1)).

(3) Let Ef = Ey and E], = E,, \ E,—1 for n > 2. For convenience, we will set Ey = ) so
that we also have F{ = Ej \ Ey. Then

i (U E) _ (|_| E;> =3 ) E 3 () — p(Ea1) Z) i ().

neN neN neN neN
The step (x) uses additivity of u, and (xx) comes from the telescoping of the sum.

(4) Define a new sequence A, = E1 \ E,. Then ) = A; C A5 C ..., so

1 (U An) = lim u(Ay)

neN
by (3). But U,,en An = E1\ ,eny £ns 50

— 1 (ﬂ En> = (U An) = lim pu(An) = p(Er) = lim u(E),

neN neN
whence we deduce that (4) holds, since u(FEq) < oo. O

Property (4) may fail if u(F
measure. Let E,, = {m € N:
SO

oo Let X = N, B = Z(N), and let p be the counting
n}. Then p(E,) = oo for every n € N, but (,,cy En =0,

1)
( )zO;ﬁoo: lim wu(Ey,).

>

n—oo

Additional Reading

The content of this chapter is common to every text on abstract measure theory, though the

order of presentation differs. We have elected to follow more or less the order of presentation from

Rudin’s Real and Complex Analysis [4, Chapter 1]. Alternative presentations can be found in [1,
Sections 1.2, 1.3, and 2.1], and [6, Section 1.4].
Introductory texts on measure theory tend not to give much treatment to the Borel hierarchy

or other topics in descriptive set theory (and we will also not expand on such topics within these

lecture notes). Those interested in learning more can take a look at the book of Kechris [2] and/or

the lecture notes of Tserunyan [7], which draw quite heavily on [2].
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Exercises

2.1 Prove that the extended real line [—o0, 00] is homeomorphic to the closed unit interval [0, 1].
2.2 Prove Proposition 2.10.
2.3 Let X,Y besets and f: X — Y any function.

(a) Prove that if C C 2(Y) is a o-algebra on Y, then B = {f~1(C) : C € C} is a o-algebra on X.
(b) Prove that for any family of sets S C Z(Y), we have o(f~1(S)) = f~1(c(S)).

2.4 Let (X,B,u) be a finite measure space, and let A C #(X) be an algebra on X such that
o(A) = B. Show that for every B € BB and every € > 0, there exists A € A such that u(AAB) < e.

2.5 Let X be a set. A family of subsets S C Z(X) is a semi-algebra if
e ). X €eS;
e if A/ BeS,then ANB e S;
e if A,BeS, then A\ B=|]",C; for some C1,...,C,, € S.

Show that if S is a semi-algebra, then the algebra generated by S is

A(S):{OAi:néN,AiGS}.

i=1
Can |J be replaced by | |?

2.6 Suppose B is an infinite o-algebra (on an infinite set X).

(a) Show that B contains an infinite sequence (FE,),en of pairwise disjoint sets.
(b) Deduce that B has at least the cardinality of the continuum.

2.7 Prove that the following sets are Borel sets in R:
(a) The set of points of continuity

Cy={x € R: f is continuous at z}

for an arbitrary function f : R — R.
(b) The set of points of convergence

Conv={zx € R: lim f,(x) exists}
n—oo
for an arbitrary sequence of continuous functions f, : R — R.

2.8 Let (X, B) be a measurable space, and let pu : B — [0,00]. Prove that p is a measure if and
only if it satisfies the following three properties:

o () =0;
e FINITE ADDITIVITY: for any disjoint sets A, B € B,

n(AU B) = pu(A) + u(B);
e CONTINUITY FROM BELOW: if F; C Fy C --- € B, then

1 (U En> = lim_u(Ey).

neN
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CHAPTER 3

Integration Against a Measure

Our next task is to develop an integration theory for integrating measurable functions on
abstract measure spaces. In the Riemann-Darboux approach to integration, we approximate a
function f : [a,b] — [0,00) by step functions, for which we can easily define the integral. For the
Lebesgue theory of integration, we will use a similar idea but with a more general class of functions:
so-called simple functions.

1. Integration of Simple Functions

Let (X, B) be a measurable space. A simple function is a measurable function s : X — C
taking only finitely many values.

Partitioning X into finitely many pieces corresponding to the values of a simple function s, we
may write simple functions as linear combinations of indicator functions of measurable sets. That
is, s = 2?21 ¢j1p; for some numbers ¢; € C and measurable sets Ej € B. Given a measure 4 on
(X, B), we define the integral of a simple function in the obvious way. To avoid issues with adding
and subtracting infinities, we will deal for now only with nonnegative functions.

DEFINITION 3.2

Let (X, B, u1) be a measure space and s : X — [0, 00) a simple function. Write s =37, ¢;1p;
with ¢; > 0 and E; € B. The integral of s with respect to u is given by

n
/ sdp = chu(Ej).
X ]

The integral of a nonnegative simple function is well-defined. That is, the value of the integral
of a simple function s does not depend on the representation of s as a linear combination of
indicator functions of measurable sets.

PROOF. Suppose s = Z?Zl ¢jlp;. Let ai,...,an be the finite collection of values taken
by s, and let Ay = {s = ax} for k = 1,...,m. Then the sets Aj,..., A, partition X, and
s = peyakla,. We will show 3770, c;u(Ej) = 3L app(Ag).

Define a new collection of sets £y = (;c; £\ U,¢, Ej for J C {1,...,n}. In other words,
x € E', means that x € Ej; if and only if j € J. This defines a partition of X. Note that the




value of s on the set E; is ¢/; = >~ .., ¢;. We can therefore relate the sets E’; to the sets Ay by

jeJ
Ay = |_| E.
JC{1,..n} ¢y =ay,
Then on the one hand,
Z ap(Ay) = Z Yoo wEN= D uE.
k=1 JC{l,..n}c,=ay JC{1,..n}
On the other hand,

chu(Ej):ZCj SoouwEN= > D guEN=> duE)).

j=1  {j}CIC{L,..,n} JC{1 .} GEJ JCAL,...m}

This completes the proof. O

We used a particular representation of a simple function in the previous proof that will continue
to be convenient to work with. Say that Z?Zl cjlg; is the standard representation of a simple
function s if s = 70,
disjoint and their union is X).

PROPOSITION 3.4

Let (X, B, 1) be a measure space, let s,t : X — [0,00) be simple functions, and let ¢ € R,
¢ > 0. Then

1) [yesdu=c- [ysdy

) Jx(s+t)du= [ysdu+ [t du;
(3) if s <t, then [y s du < [yt du.

¢jlg;, and the sets Fi,..., F;, partition X (that is, they are pairwise

PROOF. (1) Let s =3, ¢;1p;. Then cs =377 (ccj)Lg;, so

7=1
n

/Xcs dp = Z(ch)M(Ej) =c- ;CJM(E]-) =c- /X s dpu.

j=1

For (2) and (3), it will be helpful to work with the standard representation, so let s =
2?21 ¢jlg; and t = > peq dilp, be the standard representations. Define sets A;; = E; N Fy,
for j € {1,...,n} and k € {1,...,m}. Then E; =| [}, Ajx and Fy = | }_; Aj.

2) The function s + t takes the value ¢; + dj, on A, so
j J,

/(s—i—t)du:Z(c]—i-dk ZCJZM ik +dez,u ik /sd,u—i—/td,u
X 7j=1 k=1

Jk

w(E;) (Fk)

3) By assumption, if A, # (), then ¢; < dj. Thus,
7, J

s di= Y cn(B) = 3 con(As0) < 3 i) = 3 dun F) = [ ¢ d
j=1 3.k 3.k k=1
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Let (X, B, 1) be a measure space, s : X — [0,00) a simple function, and E € B a measurable
set. The integral of s with respect to u over E is given by

/sdu:/s-ﬂEd,u.
E X

Note that if s is simple, then s - 1g is also simple, so the above definition makes sense.

PROPOSITION 3.6

Let (X, B, i) be a measure space, and let s : X — [0,00) be a simple function. Then

v(E) :/Es dy

defines a measure on (X, B).

PRrROOF. Note that s- 1y = 0, so v(0)) = 0. Suppose (Ep)nen is a pairwise disjoint family of
measurable sets, and let E = | | .y Ep. Write s = Z;":l ajla;. Then s-1p = ZTZI ajla;ne,
SO

m
v(E) = Z%’H(Aj NE)= Z%’M(Aj NE,) = Z/ s-1g, du= Z v(Ey,).
j=1 jn neNvX neN
Note that the sum over n is an infinite sum so reordering requires some justification. Fortu-
nately, all of the values aju(A; N E,) are nonnegative, so the sum can be computed in any
order without changing the value. O

2. Integration of Nonnegative Measurable Functions

We now want to extend the definition of the integral against a measure to all nonnegative
measurable functions. The next proposition shows that simple functions are a sufficiently general
class to approximate arbitrary measurable functions.

PROPOSITION 3.7

Let (X, B) be a measurable space, and let f : X — [0, oo] be measurable. Then there exists a
sequence (S, )nen of simple functions such that 0 < s; < s9 <--- < f, and s, — f pointwise.

PRrROOF. For n € N, define
&, if & < flz) < % and a <n- 27
sn(@) = {n, if f(z) > n.
U

It is therefore reasonable to define the integral of an arbitrary nonnegative measurable function
as follows.
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DEFINITION 3.8

Let (X,B, ) be a measure space, and let f : X — [0,00] be measurable. We define the
integral of f with respect to u as

/ fd,u:sup{/ Sdu:ssimpleandogsgf}.
X X
Given a measurable set E € B, the integral of f with respect to . over F is defined by

/;f<ht—»/;f-1E<hL

One may object at this point and suggest an alternative definition. Since f : X — [0, 00] can
be obtained as f = lim,,_, s, for an increasing sequence of simple functions 0 < s1 < s9 < ...,
why not define [y f dp = lim, o0 [y S du? As we will see shortly, this is in fact an equivalent
definition that is extremely useful for many applications. However, as a definition, it has two
serious defects: why should the limit exist? and why should the value be the same for all possible
approximations by simple functions? This is why we prefer Definition 3.8 above (and why this is
the standard definition across measure theory textbooks).

ProroOSITION 3.9

Let (X, B, 1) be a measure space, and let f,g: X — [0, 00] be measurable. If f < g, then
/f@é/gw
X X

PRroOF. It suffices to observe {s simple function : 0 < s < f} C {s simple function : 0 < s <

g}

O

THEOREM 3.10: MONOTONE CONVERGENCE THEOREM

Let (fn)nen be a sequence of measurable functions 0 < f1 < fo < ..., and let f = lim, o0 fa-

Then
fdy= lim / fn du.
/)’( n—o0 X

REMARK. Note that a consequence of the monotone convergence theorem is that | [ dp can
be computed by taking a sequence of simple functions 0 < s71 < s9 < --- — f and computing

limy o0 [y Sn dp.

PROOF OF MONOTONE CONVERGENCE THEOREM. First, f is a measurable function by
Proposition 2.11. By monotonicity of the integral (Proposition 3.9), the sequence |-  Jn dp is
increasing, so limy, o0 [ fn dpt = sup,ey [y fn dp € [0, 00] exists as an extended real number.

Moreover,
/f@zhm/ﬂwm
X n—oo X
since the inequality holds for each n € N. Therefore, it suffices to show
/ fdu < lim / fn du.
X n—oo X
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If lim,,— oo fX fn du = oo, there is nothing to prove, so assume lim,, o fX fn du < .

Let ¢ < 1. Let s : X — [0,00) be a simple function, 0 < s < f. Forn € N, let E,, = {f,, >
cs}. Then By C Ey C ... and X = |J,cy En. By Proposition 3.6, let v : B — [0, 00] be the
measure v(E) = [, s du. We have

c-/Xsduzc.y(X)

=c- lim v(E,) (continuity from below)
n—oo

= lim c-v(E,) (Proposition 2.10)
n—oo

= lim cs du (Proposition 3.4)
n—oo fp

< lim fn du (monotonicity).
n—oo X

Taking a supremum over all such simple functions, we conclude

c'/ fdp < lim / fn du.
X n—oo X
Letting ¢ — 1 yields the desired result. U

PROPOSITION 3.11

Let (X, B, 1) be a measure space, and let f,g : X — [0,00] be measurable functions. Let
c € [0,00).

(1) [yefdu=c- [y fdp.

(2) fx(f+g) dp = fxf dﬂ"’fxg d.

Proor. (1) follows quickly from the definition of the integral and Proposition 3.4.

For (2), we will use the monotone convergence theorem. Let 0 < 51 < s, < --- < f with
Sp—= fand 0 <t <ty <---<gwitht, - g Then0<s; 4+t <sg+t2<---< f+gand
Sn +tn = f+ g. Thus,

[+ dn= tim [ (st ) du (veT)
= lim Sp dp 4+ lim / tn dp (Proposition 3.4)
:/ fdu—i—/ g du (MCT).

X X

O

THEOREM 3.12

Let (X, B, ;1) be a measure space, and let (f,),en be a sequence of nonnegative measurable
functions, f,, : X — [0,00]. Then

L) o5 o
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Proor. We have

/ (Z.}%) dp = / Jim (an) dpu
N
= lim_ (Z fn> dp (MCT)

lim Z / fr dp (additivity of the integral)

THEOREM 3.13: FATOU’S LEMMA

Let (X, B, ) be a measure space. Let (f,)nen be a sequence of measurable functions, f, :
X — [0,00]. Then

n—0o0

/ liminf f,, du < hm 1nf/ fn dp.
X

Proor. Let f = liminf, ,» f,. Define Fy = inf,>n fn. Then 0 < F; < F, < ... and
Fn — f. Therefore,

/fd,u,: lim / Fy du (MCT)
X N—o0 X
< lim inf / fn du (monotonicity of the integral)
N—ocon>N
= lim inf dyt.
ot | o

3. Integration of Real and Complex-Valued Functions

The method for integrating real and complex-valued functions involves decomposing these func-
tions as linear combinations of nonnegative functions. An important observation is that such a
decomposition can be done in a measurable way.

Let X be a set and f : X — [—00,00]. The positive part f* and negative part f~ of f are
defined by

* = max{f,0} and 7 = max{—f,0}.

Note that f = f* — f~ and |f| = f* + f~. Moreover, if (X, B) is a measurable space and
f: X — [—00,00] is measurable, then f* and f~ are measurable by Proposition 2.11.
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DEFINITION 3.15

Let (X, B, 1) be a measure space.
e An extended real-valued measurable function f: X — [—o0,00] is integrable if

1 dn <o
X
In this case, the integral of f is defined by

/deu—/xﬁdu—/xf_du-

e A complex-valued measurable function f : X — C is integrable if

[\l dn <
X
and the integral of f is defined by

/de“:/XRe(f) du+z'/X1m(f) i,

e Given a measurable set £ € B, a measurable function f taking extended real or
complex values is integrable over E if f-1g is integrable, and the integral of [ over

E is
/Efduz/xf-JlEd#-

REMARK. By monotonicity of the integral (Proposition 3.9), if a function is integrable, then
it is also integrable over every measurable subset of X.

4. Integral Identities and Inequalities

PROPOSITION 3.16: TRIANGLE INEQUALITY FOR THE INTEGRAL

Suppose (X, B, 1) is a measure space and f : X — C is an integrable function. Then
1% du‘ < [ 1l au
X X

PRrooOF. First, suppose f is real-valued. Then by the triangle inequality and linearity,

/deu'— /){f*dﬂ—/xfdu S/Xf+du+/xfdu—/xlf\du-

Now suppose f is complex-valued. Let A € C with |A| = 1 such that | [ f du| = X [ f dp.

Then
‘/deu‘zRe</X/\fdu> Z/XRe()\f) du</X\Re()\f)\ du</X|f! dp.
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PROPOSITION 3.17: LINEARITY OF THE INTEGRAL

Let (X, B, ) be a measure space. Let f,g : X — C be integrable functions, and let ¢ € C.
Then

(1) f+ g is integrable, and [, (f +g) du= [y f du+ [y g dp.

(2) cf is integrable, and fX cf du = cfX fdu.

PROOF. (1) First, by the triangle inequality, we have |f + g| < |f| + |g|. Therefore,

/|f+g!du</(\f|+\g\ ' [ A+ [ ol d < o

In step (), we have used monotonicity of the integral (Proposition 3.9), and in (*x*), we have
used additivity (Proposition 3.11).

Decomposing f and ¢ into their real and imaginary parts, it suffices to prove the identity
Jx(f+9) du = [ f du+ [y g du for real-valued functions f and g. Let h = f +g. Then
h=ht—h™ = f*— f~+g" — g . This can be rearranged to the identity h*™ + f~ + ¢~ =
h™ + f* + g*. Then using additivity of the integral for nonnegative functions (Proposition
3.11), we have

/Xh+du+/Xf_du—i—/){g_du:/X(hJ“—i-f_%-g_)d,u

= / (R~ + fT+g7) du (3.1)
b's
=/ h~ du+/ f+du+/g+du~
X X X
Rearranging again,
/ (f+9) du :/ ht du —/ h™ du (Definition 3.15)
X X b's
Z/f+du—/fdu+/g+du—/gd,u (by (3.1))
X X X X
_/ f dM+/ g du (Definition 3.15)
X X

(2) Note that |cf| = |¢||f], so

[ tettdi= [ tellst el [ 151 du < e,

where (%) follows from Proposition 3.11. Hence, cf is integrable.
For computing the integral of cf, we consider several different cases.

[ CASE 1. ¢>0 ]
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When f is nonnegative, we have

/chd,u:c/de,u

by Proposition 3.11. The identity follows for a general complex-valued function f by
decomposing f = (Re (f)Jr — Re (f)f) + 3 (Im (f)Jr —Im (f)f).

CASE 2. ¢c= -1

For real-valued f: X — R, we use the identities (—f)* = f~ and (—f)~ = f* to obtain

/X(—f)duz/xfdu—/Xﬁdu:—/deu.

Complex-valued functions can be handled by decomposing into real and imaginary parts.

CASE 3. ¢c=1

Noting that Re (if) = —Im (f) and Im (if) = Re (f), we have

/if dp,:/(—lm(f)) du+¢/ Re (f) dy (Definition 3.15)
X X X
:—/ Im (f) du—l—z’/ Re(f) du (Case 2)
X X
=i(/XRe(f) du—i—i/XIm(f) d,u)
:i/ fdu (Definition 3.15)
X
CaAsE 4. ceR

Combine Case 1 and Case 2.

CASE 5. ce C
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Write ¢ = a + ib with a,b € R. Then
/cf duz/(af+ibf) dp
X X
:/ af du—i—/ ibf du (by (1))
X X
:/ af du—i—i/ bf du (Case 3)
X X
:a/de,u—i—ib/de,u (Case 4)
= C fd/L
X

g

Let (X, B, 1) be a measure space, and denote by L'(j) the set of integrable functions. Propo-
sition 3.17 shows that L'(y) is a (complex) vector space. Moreover, in the course of the proof, we

showed
/\cfl du=|€!/ fldp  and /|f+g| dué/ f dﬂ+/ 9] d.
X X X X X

In other words, if we let
11 = [ 151 du
X

then |[|-]|; defines a seminorm on the vector space of integrable functions on (X, B, p).

DEFINITION 3.18

Let V be a real or complex vector space. A function ||| : V' — [0,00) is a seminorm if it
satisfies:

® TRIANGLE INEQUALITY: |lu +v|| < ||ul| + ||v|| for all u,v € V, and

e ABSOLUTE HOMOGENEITY: |lcv|| = |c|||v] for all v € V and all scalars c.

A seminorm is a norm if it satisfies the additional property
e POSITIVE DEFINITE: if v € V and ||v|| = 0, then v = 0.

The seminorm ||-||; on the space of integrable functions may not be a norm in general, but
a small modification will turn it into a norm. This will be discussed in greater detail later in
the course, in the context of so-called LP spaces. One of the important ingredients is a deeper
understanding of null sets, which we will discuss now.

5. Sets of Measure Zero

Let (X, B, 1) be a measure space.
e A measurable set N € B is a null set if u(N) = 0.
e We say that a property holds almost everywhere if there exists a null set N € B
such that the property holds for every point € X \ N.
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REMARK. An easy consequence of countable additivity and monotonicity of measures is that
the family A of null sets forms a o-ideal of B:

e e N;

e if Ac N and B € B with B C A, then B € N; and

o if (Ny)nen is a countable family of null sets, then |J,,cy Nn € N.

NOTATION. The phrases “almost everywhere” or “almost every” are often abbreviated by a.e.
or u-a.e. if the measure needs to be specified. In a statement of the form “Property P holds
a.e.,” we interpret a.e. as “almost everywhere.” For a statement of the form “Property P
holds for a.e. x € X,” we read a.e. as “almost every,” and the meaning is the same as in the
previous example statement.

Null sets naturally arise and play an important role in integration theory. Some examples are
provided by the next three propositions.

ProrosiTiON 3.20

Let (X, B, i) be a measure space. Suppose f : X — [—00, 00| is an integrable function. Then
f(z) € R for p-a.e. x € X.

PrOOF. Let N = {z € R : |f(z)] = oo}. We want to show that N is a null set. By
monotonicity of the integral (Proposition 3.9),

/!f\du>/\f|du o - (V).

On the other hand, by integrability of f,

/ |fI dp < 0.
b'e
Thus, oo - u(N) < 00, so u(N) = 0. O

PROPOSITION 3.21

Let (X, B, i) be a measure space, and let f,g : X — C be measurable functions. Suppose
f = g a.e. Then f is integrable if and only if g is integrable. Moreover, if f and g are

integrable, then
/ [ dp= / g dp.
X X

PROOF. Let N = {z € X : f(z) # g(x)}. By assumption, N is a null set.

[ STEP 1. Integrability ]
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Suppose f is integrable. Then

/ lg| du = / |f| du +/ lg| du (linearity of the integral)
X X\N N
< / |f| dp 4 0o - (V) (monotonicity of the integral)
* 0
— [ 1l du <o,
X

so g is integrable. Reversing the roles of f and g proves the converse.

STEP 2. Integral ]
Assume f and g are integrable. Then
‘/ g dup —/ fdu| = / (g—1) du‘ (linearity of the integral)
X X b'e
< / lg — f| du (triangle inequality for the integral)
X
= / 0 dp+ / lg — f] du (linearity of the integral)
X\N N

PROPOSITION 3.22

Let (X, B, i) be a measure space, and let f : X — [0,00] be a measurable function. Then
Jx f dp=0if and only if f =0 a.e.

Proor. If f =0 a.e., then by Proposition 3.21, f is integrable and

/ fd,,u:/ 0du=0-puX)=0.
X X
Conversely, suppose [y f dp = 0. Then by Markov’s inequality (Exercise 3.2),

M({f>c})§1/deu=0

for every ¢ > 0. Therefore, by continuity of p from below,

u({f#()}):u(%{bi}) =n1gn;ou<{f> ;}) 0.

That is, f =0 a.e. U

The examples above (especially Proposition 3.21) show that null sets are negligible from the
point of view of integration, and we can very often ignore modifications that happen on null sets.
There is one subtle issue that requires care, however: in general, a subset of a null set may not be
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measurable and non-measurable modifications on null sets may create issues. For this reason, it is
often convenient to work with complete measure spaces, as defined below.

A measure space (X, B, ) is complete if every subset of every null set is measurable. That
is, if £ C X and there exists N € B with £ C N and u(N) =0, then E € B.

The following proposition is a useful tool for passing to complete measure spaces.

PRrRoPOSITION 3.24

Let (X,B,u) be a measure space. Let N'= {N € B : u(N) = 0} be the o-ideal of y-null
sets. Then the familzl’)’ ={FEUF:FEe€B,FCN e N}isa o-algebra, and there is a unique
extension 1 of u to B.

Proor. Exercise 3.9. O

The completion of a measure space (X, B, ) is the space (X, B, 1), where B and Ji are as
defined in Proposition 3.24.

6. The Dominated Convergence Theorem

We have already seen two fundamental convergence theorems for integration against a measure:
the monotone convergence theorem and Fatou’s lemma. We are nearly ready to state another
fundamental result about integration: the dominated convergence theorem. First, we need to
introduce the two notions of convergence that will be related by the dominated convergence theorem.

DEFINITION 3.26

Let (X, B, i) be a measure space.

e We say that a sequence (f,)nen of functions on X converges almost everywhere to
a function f if lim,, o fn(z) = f(x) for almost every =z € X.
e A sequence (fy)nen of integrable functions converges in L' to f € L'(u) if

IIfn—f||1=/X|fn—f| dit =5 0

inR as n — oco.

The dominated convergence theorem says that any sequence that converges almost everywhere
and is “L'-dominated” will converge in L'. The precise mathematical formulation is as follows:

THEOREM 3.27: DOMINATED CONVERGENCE THEOREM

Let (X, B, 1) be a measure space. Let (f,)nen be a sequence of integrable functions, f, :
X — C, and let f: X — C be measurable. Suppose

(1) fn— f ae., and
(2) there is an integrable function g : X — [0, 00) such that sup,cy |fn| < g a.e.
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Then f is integrable and f,, — f in L'(p). In particular,
/fdu: lim / fn du.
X n—o0 X

Proor. First, |f| < |g| a.e., so f is integrable.
Observe:

[ 20 du—timsup [ 17 = fu] dp=timint [ (29~ 1f = ful) du

> / lin_1>inf(2g —f = fal) du (Fatou’s lemma)
X n—oo

~ [ 29 au (fa = 1)
X
Rearranging, we conclude

1imsup/ |f = fal du < 0.
X

n—oo

Using the triangle inequality for the integral,

Af@AﬁJMSAVMWLW,

f dp = lim fn du.
/X n—oo X

SO

0

The assumption that the sequence (fn)nen is “dominated” by an integrable function g is a
necessary assumption to avoid “escape of mass to infinity,” as the following example demonstrates.

Let X =Z, B= Z(Z), and let u be the counting measure. Let f,, = 1,;. Then f,(z) — 0
for every x € X. However,
[ fudu=1
X

/ lim fnd,u:/Od,u:O?él.
Xﬂ—}OO X

for every n € N, while

Additional Reading

For other presentations of integration on abstract measures spaces, see [1, Section 2.1-2.3], [4,
Chapter 1], [5, Sections 2.1 and 6.2], and/or [6, Section 1.3 and Subsection 1.4.4]. The development
of integration in the books of Folland [1] and Rudin [4] is very similar to the presentation in these
notes. By contrast, Stein and Shakarchi [5] and Tao [6] first develop integration in the special
case of the Lebesgue measure before moving to abstract spaces. The book of Stein and Shakarchi
[5] also proves the fundamental convergence theorems in a different order, starting with a special
case of the dominated convergence theorem known as the bounded convergence theorem, and then
deducing Fatou’s lemma, the monotone convergence theorem, and the general case of the dominated
convergence theorem.
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There is a very nice book of Oxtoby [3] that develops useful analogies between measure spaces
and topological spaces and includes a discussion of null sets in relation to a o-ideal of “topologically
negligible” sets called meager sets or sets of first category.

Exercises

3.1 Prove the Borel-Cantelli lemma: if (A,,),en is a family of measurable subsets of a probability
space (X, B,p) and ) 1#(A,) < oo, then
uw({z e Xz e A, for infinitely many n € N}) = 0.

3.2 Let (X, B, 1) be a measure space and f a measurable function. Prove Markov’s inequality: for
any ¢ > 0,

nlirzen<s [

{If[>e

1
|fl dp < / |f| dp.
} ¢Jx

3.3 Let (X,B,u) and (Y,C,v) be measure space, and let 7' : X — Y be a measurable function.
Define Ty : C — [0,00] by (Tu)(A) = u(T~(A)). Prove Tu = v if and only if for every integrable

function f: Y — C,
/fdy:/fon,u,.
Y X

3.4 Let (X, B,u) be a probability space. Let (A,)nen be a family of measurable sets with a =
inf,en p1(A,) > 0. Show that there is a set £ C N such that d(E) := limsupy_, %NN}I > a,
and for any finite set F' C E, F' # (), one has u (ﬂne P An) > 0 by proving the following intermediate
steps:

(a) Justify that we can assume without loss of generality that (1, . p An # 0 if and only if 44 (ﬂne P An) >
0 for every finite set F* C N. It may help to define the countable set

f:{FQN:|F|<oo,mAn#Q),andp(mAn):0}.

neF nel
(b) Prove
fotmen 3
lim sup — Z 14, dp > a.
X Nooo N 2=

(c) Define E={n e N:x € A,} for a suitable choice of z € X.
3.5 Let (X, B, ) be a measure space. Suppose f : X — [0,00] is a measurable function. Define
v: B —[0,00] by
v(E) :/ f dp.
E
Prove that v is a measure.

3.6 Let (X, B, 1) be a measure space, and let f : X — C be an integrable function. Prove that
for any € > 0, there exists 6 > 0 with the following property: if E € B and pu(F) < 4, then

| [ f du] <.

3.7 Let (X,B,u) be a measure space, and let f,g : X — C be integrable functions. Show that
f=0a.e. if and only if [, f du for every E € B.

3.8 Show that a measure space (X, B, 1) is complete if and only if it satisfies the following property:
for functions f,g: X — C, if f is measurable and f = g a.e., then g is measurable.

3.9 Prove Proposition 3.24.
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3.10 Show that simple functions are dense in L'. That is, if (X,B,u) is a measure space and
f € L'(u), then for every & > 0, there exists a simple function s : X — C such that ||f — s||, <e.

3.11 Let (X, B, i) be a measure space and E € B. If (E,),en is a sequence of measurable sets and
E = U, en En, prove that for every integrable function f € L' (u),

lim f du = / f du.

n—oo

State and prove an analogous result for decreasmg sequences.

3.12 Prove X
. T\ X
Jim (147)" =30
k>0
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